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ABSTRACT: The paper proposes a Design-for-Testability (DfT) technique of Built-In Self-Test (BIST) for sequential 
circuits. The technique is based on making the status signals entering the control part controllable during the test mode
to force the device under test to traverse all the branches in the FSM state transition graph. Extra outputs are added to 
the circuit under test in order to observe the values of the status bits masked out. This type of architecture requires little
device area overhead since a simple controller can be implemented to manipulate the control signals. Experiments were 
carried out on six sequential examples in order to compare different approaches to sequential BIST. In general, the
experiments show that  simple LFSR does not provide an acceptable fault coverage for sequential designs. However, 
no universally best test generating approach was identified and the optimal solution appears to be highly dependent on
design’s pseudo-random testability characteristics. 
 
1. INTRODUCTION 
 
Current paper proposes a technique known from 
software testing to be implemented in Built-In Self-Test 
(BIST) for synchronous sequential circuits. Here, path 
coverage metrics [8] is used to generate masks for 
controlling the FSM of the device under test in the test 
mode. In addition, general architecture to allow such 
application of the masks is proposed. It contains an 
LFSR and a simple controller to manipulate the masked 
out bits. Due to the small number of such signals in 
most of the circuits, very little area overhead is required. 
The problem of Built-In Self-Test (BIST) for 
combinational and full-scan circuits has been 
thoroughly researched in the past. Implementing 
weighted random test patterns [1,2] and  bit-flipping [3] 
have been among the most efficient solutions.  
Nachman, Saluja et al. [4] propose an a method were 
the values are held at inputs and scan registers while a 
certain number of clock pulses are applied. This 
requires preliminary testability analysis of the circuit 
structure. Furthermore, the above approach is applicable 
for circuits containing scan-chains only.  
However, rather limited amount of work is available on 
BIST for non-scan sequential designs. The main 
motivation for sequential BIST is that, unlike in scan-
chain approach, there is no need to reconfigure the 
circuit flip-flops during the test mode. This allows 
testing of the circuit at its normal operating speed. 
Pomeranz and Reddy present a solution for the general 
case of sequential circuits [5]. However, the main 
problem is an excessive hardware overhead since 
dedicated test pattern generators are to be tailored for 
each individual primary input. In [6], Chakrabarty  
proposes a method similar to the reseeding approach 
[7]. Here, deterministic patterns are embedded to a 
sequence generated on-chip by using twisted ring 

counters (or Johnson counters, as they are also refered 
to).  
The paper is organized as follows. Chapter 2 explains 
the functional fault model of covering all the branches 
in an FSM state transition graph. Chapter 3 presents the 
proposed DfT-based BIST approach technique. In 
Chapter 4, experimental results are provided. Finally, 
main conclusions are given. 
 
2. TEST COVERAGE METRICS FOR FSM 
 
An FSM may be represented using a state transition 
table or a state diagram. A state diagram is a directed 
graph, where the nodes correspond to states and the 
branches correspond to transitions between the states. 
Marked on the branches are the conditions required to 
activate them. In a digital system, these conditions 
usually correspond to status bits originating from 
conditional operations in the datapath. 
The approach proposed in this paper is based on all-
branches coverage metrics [8], which is known to be 
more powerful than all-statement coverage. Let us 
consider an example in Figure 1, where covering all the 
branches in the state transition graph of the FSM is 
presented. In Figure 1a, we traverse a sequence s0 → s1 
→ s5 → s0 by setting the status signal A to be 1. Figure 
1b shows traversing the next sequence s0 → s1 → s2 → 
s3 → s4 → s1 by assigning A := 0 and B := 0. Finally, 
the sequence s1 → s2 → s4 is covered by assigning 1 to 
the status bit B (Figure 1c). As it can be seen, all the 
branches of the state transition graph for the example 
FSM are covered by the paths in Figure1. 
The main idea of current approach is to force the FSM 
to traverse all the brances in the state transition graph. 
This is implemented by controlling the status bits 
entering the control part and feeding pseudorandom 
data to the primary inputs of the circuit. The next 
Section explains this architeture more in detail. 
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Fig. 1. Traversing all branches in the state transition graph 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. General BIST architecture for status bit masking 
 
 
3. GENERAL ARCHITECTURE 
 
Figure 2 presents the general architecture of the DfT 
enhanced BIST. It contains a Pseudo Random Pattern 
Generator (PRPG), a BIST controller, Circuit Under 
Test (CUT) and a MUX to select between the normal 
inputs and the pseudorandom test. Linear Feedback 
Shift-Register (LFSR) has been implemented as the 
PRPG. The task of the BIST controller is to activate the 
pseudo-random pattern generator and control the values 
of the status bits. The pseudorandom test generation in 
the experiments were carried out by CAD tools 
belonging to Turbo-Tester [10]. Output response 
(signature) analysis is out of the scope of current paper. 
Figure 3 shows the structure of a digital system 
modified according to the DfT approach. The circuit 
under test is divided into an FSM and a datapath. The 
DfT architecture implements multiplexers to mask out 
the status signals of the datapath entering the FSM. 
Normal status bit values are selected during the working 
mode (TM=0) and controller-generated masked values 
during the test mode (TM=1). The muxed-out signals 
are made observable by adding dedicated observation 
points.  
 

 

 
Fig. 3. Digital system modified for DfT 
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TABLE 1. Characteristics of the benchmark circuits 

circuit FSM 
states 

PI 
bits 

PO 
bits registers MUXes F.U.s faults mask 

bits 
area 

overhead 
DIFFEQ 
DIFFEQ_MOD 

6 
6 

81 
83 

48 
48 

7 
7 

9 
10 

5 
5 

10360 
10372 

- 
1 

- 
0.1 % 

ELLIPF 28 130 113 17 7 3 5674 - - 
GCD 
GCD_MOD 

8 
8 

9 
12 

4 
4 

3 
3 

4 
6 

3 
3 

452 
474 

- 
2 

- 
4.4 % 

MULT8x8 
MULT8x8_MOD 

8 
8 

17 
20 

16 
16 

7 
7 

4 
6 

9 
9 

2064 
2098 

- 
2 

- 
1.7 % 

RISC 4 26 16 8 4 4 6418 - - 
SOSQ 
SOSQ_MOD 

5 
5 

9 
11 

32 
32 

7 
7 

2 
3 

6 
6 

1952 
1964 

- 
1 

- 
0.5 % 

 
As we can see in the experiments presented in the 
following Section, the number of such signals is usually 
very low (from zero to two in the considered 
benchmarks). Thus the area overhead required by the 
controller and the MUXes is low. 
 
4. EXPERIMENTAL RESULTS 
 
Table 1 presents characteristics of the benchmark 
circuits that have been chosen from the HLSynth92 [11] 
and VILAB benchmark families [12]. The circuits with 
_MOD extension are the modified designs, where the 
test mode multiplexer has been inserted and the status 
bits have been made controllable. 
The last column of the Table shows the area overhead 
imposed by the status-bit multiplexers. As we can see, 
the number of mask bits and therefore, the number of 
additional multiplexers, is very low. Thus, the required 
overhead of the multiplexers is neglectable ranging 
from 0.1 % to 4.4 %. 
Table 2 shows the average and maximum fault 
coverages for all the benchmarks both, for 1000 and 
10000 pseudorandom vectors. Five different test 
configurations were considered: 

1) LFSR and original circuit  

The original circuit was tested with pseudorandom 
patterns generated by an LFSR. 

2) LFSR and modified circuit (_MOD) 

The modified circuit (i.e. the circuit, where status bits 
have been made controllable) was tested with an LFSR. 

3) LFSR and test masks in test mode (TM=1) 

The modified circuit was tested with an LFSR, the test 
masks were applied in the test mode (TM signal was 
active). 

4) LFSR and test masks in normal mode (TM=0) 

The modified circuit was tested with an LFSR, but the 
test masks were applied in the normal working mode 
(TM signal was deactivated). 

 

5) LFSR with reset handling (Reset) 

The modified circuit was tested with an LFSR and the 
global reset was kept deactivated during each test 
sequence. 

Figure 4 gives a clearer view of the results presenting 
the performance of the above-mentioned techniques on 
the six circuits. The data is presented for the maximal 
results obtained with 1000 clock-cycles. We can 
distinguish between several types of circuits with 
different characteristics. There are two circuits, which 
are well random-testable: GCD and DIFFEQ. As it can 
be seen from the Figure, all the bars for these circuits 
are of nearly similar height and reach nearly 100 %. 
This means that for these circuits any BIST scheme will 
do, including the pure pseudo-random approach. 
Another circuit that can be easily tested by 
pseudorandom data is RISC. However, here the main 
reason is most likely the very small sequential depth (4 
clock-cycles). 
The rest of the circuits can not be efficiently tested by 
pseudo-random vectors. While ELLIPF and MULT8x8 
could be well tested by simple reset handling, for the 
SOSQ benchmark, signal masking should be prefered. 
Thus, depending on the pseudo-random testability 
characteristics, an appropriate approach can be selected 
for each individual case. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Effect of DfT on different example circuits  
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TABLE 2. Comparison of sequential BIST solutions 

 
 
5. CONCLUSIONS 
 
The paper proposed a technique known from software 
testing to be implemented in Built-In Self-Test (BIST) 
for synchronous sequential circuits. Path coverage 
metrics was used to generate masks for controlling the 
FSM of the device under test. In addition, general 
architecture to allow such application of the masks was 
proposed. 
Experiments carried out on six sequential benchmarks 
showed that most of the circuits could not be tested by 
pseudorandom data. Controlling the FSM of the circuit 
under test considerably improved the results. However, 
the experiments also showed that there was no 
universally better solution among the compared 
architectures. Depending on the pseudo-random 
testability characteristics, an appropriate approach has 
to be selected for each individual test case. 
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circuit average cov., % maximal cov., %
1000 10000 1000 10000

MULT8x8 1,55 1,55 1,55 1,55
MULT8x8_MOD 5,90 5,90 5,90 5,90
MULT8x8_MOD (TM=1) 47,63 47,98 47,95 48,05
MULT8x8_MOD (TM=0) 5,67 5,67 5,67 5,67
MULT8x8_MOD (reset) 49,71 58,29 54,10 58,52
SOSQ 3,63 3,27 3,63 3,63
SOSQ_MOD 10,49 9,62 10,58 10,58
SOSQ_MOD (TM=1) 46,63 47,71 47,71 47,71
SOSQ_MOD (TM=0) 3,60 3,60 3,61 3,61
SOSQ_MOD (reset) 38,49 36,70 42,22 42,27
ELLIPF 4,96 5,26 5,59 5,80
ELLIPF (reset) 85,00 85,01 85,02 85,02
DIFFEQ 93,03 94,27 93,35 94,55
DIFFEQ_MOD 94,15 95,53 94,56 95,96
DIFFEQ_MOD (TM=1) 94,63 95,39 95,06 95,88
DIFFEQ_MOD (TM=0) 94,75 95,40 94,92 95,74
DIFFEQ_MOD (reset) 94,63 95,32 94,78 95,44
GCD 39,56 50,44 53,08 68,72
GCD_MOD 56,13 71,26 79,41 84,66
GCD_MOD (TM=1) 85,95 85,95 86,13 86,13
GCD_MOD (TM=0) 81,76 84,73 84,87 84,87
GCD_MOD (reset) 84,39 87,29 88,03 88,03
RISC 29,00 40,03 33,05 42,43
RISC (reset) 36,87 39,50 37,91 39,55


